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ARTICLE INFO 

 

ABSTRACT 

 

 

 
 The stock market is a complex arena of interest yet uncertainty. Trading 

stocks, binaries, gold, and bitcoin is growing in popularity, but is prone 

to price fluctuations influenced by economic and political factors. Social 

media, particularly Twitter, is where views on companies are shared. 

Social media sentiment analysis can provide additional insights to 

evaluate potential future stock price movements, preventing unwanted 

speculation. The purpose of this research is to develop a Tesla stock price 

prediction model by integrating the Long Short-Term Memory (LSTM) 

method and social media sentiment analysis from Twitter to improve 

prediction accuracy. Stock price data is obtained from Kaggle and Twitter 

sentiment data is processed through pre-processing. Evaluation values 

such as Mean Squared Error (MSE) and Root Mean Squared Error 

(RMSE) are lower in the model with sentiment indicating the ability of 

the model to more accurately model the dynamics of stock price 

movements. Lower MSE and RMSE indicate that the model's predictions 

are closer to the true values, and therefore, the model can be considered 

more reliable in projecting future stock price changes. These results 

provide support for the use of Twitter sentiment analysis as a useful 

source of additional information in improving the prediction accuracy of 

LSTM regression models in the context of stock market analysis.  
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1. Introduction  

The stock market, as a realm full of complexity and uncertainty, stands out as one of the leading 

fields in finance. Shares, in the form of Limited Liability Companies (PT) or issuers, have gained 

high popularity as securities in the financial market [1][2]. Stock investment has become a common 

practice, with the selection of stock instruments requiring careful consideration of various aspects 

[3][4]. Investors can gain profits within a short period of time after investing their capital. 

Trading, which includes buying and selling activities in financial markets, especially stocks, has 

become popular as it is considered profitable and attractive to the general public [5][6]. Nonetheless, 

trading activities also carry great risks due to price fluctuations influenced by economic factors, 

politics, and global news. Various types of trading, including stocks, binary, gold, and bitcoin, are 

increasingly favored by financial market enthusiasts. 
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The increasing public interest in capital market investments, especially stocks, has an important role 

in long-term economic growth [7-9]. Although stocks are an alternative source of financing, 

significant price fluctuations are the basis of research to prevent speculation in stock transactions 

[10]. 

 

 

 

 

 

Figure 1. Research Target [11] 

Stock price prediction is a focus of research with a significant impact on the global economy and 

individual decisions. Deep learning methods [12], such as Long Short-Term Memory (LSTM), offer 

promising results in predicting stock prices. LSTMs, as Artificial Neural Networks (ANNs), are 

designed to overcome long-term dependencies in data sequences such as stock prices [13-15]. RNNs, 

including LSTMs, are suitable for modeling time series data and are used in various applications 

such as stock market prediction, language translation, and signal processing [16][17]. 

Social media sentiment analysis is becoming an important focus for predicting stock price 

movements, especially on platforms such as Twitter [18]. Most previous studies tend to focus on 

using LSTM or social media sentiment analysis separately, leaving gaps related to data noise and 

bias in sentiment on social media [19]. This research integrates the LSTM method with social media 

sentiment analysis, specifically on Tesla (TSLA) stock, with more sophisticated pre-processing 

methods such as tokenization [20]. The goal of this research is to produce a stock price prediction 

model that combines the power of LSTM and social media sentiment analysis to help investors make 

better investment decisions [21]. 

2. Method 

In this research, two algorithms namely Long Short-Term Memory and Sentiment Analysis 

are used for this research, both algorithms are used to predict stock prices with the LSTM function 

to predict then Sentiment Analysis to integrate the prediction results with social media sentiment, as 

shown in Figure 2. 

 

 

 

 

 

 

 

Figure 2. Block Diagram of Stock Analysis with LSTM and Social Media Sentiment 

3.1. Acquisition Data  

The dataset used in this study is the Tesla stock price dataset from October 4, 2018 to October 3, 

2023 obtained by the author from Kaggle. This data includes important information such as daily 

closing prices, trading volume, and changes in stock prices during the period. In addition, social 

media sentiment data from the Twitter platform was also acquired for sentiment analysis related to 

Tesla stock during the period September 30, 2021 to September 30, 2022. This data acquisition 
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process includes collecting, filtering, and simplifying the data required for further analysis, as shown 

in Figure 3 (Tesla Stock Acquisition Data) and Figure 4 (Twitter Sentiment Acquisition Data). 

 

Figure 3. Tesla Stock Acquisition Data 

 

Figure 4. Twitter Sentiment Acquisition Data 

2.1. Pre-Processing Data 

Data preprocessing involves cleaning and transforming Tesla stock data and Twitter sentiment 
data. This process includes removal of irrelevant data, handling of missing data, normalization of 
stock data, and text cleaning and tokenization of Twitter data. After the data was processed, both 
datasets were divided into training and testing sets. By performing efficient preprocessing, in this 
study to ensure good data quality for training and testing stock price prediction models with the 
LSTM method and social media sentiment analysis, the flow of data pre-processing is as shown in 
Figure 5. 

2.2. Recurrent Neural Network 

Long Short-Term Memory (LSTM) is a type of architecture in Recurrent Neural Network 
(RNN) developed by Hochreiter and Schmidhuber in 1997. LSTM is specifically designed to address 
the problem of long- and short-term dependencies in time-sequence data, a common challenge in 
stock price prediction. In this context, LSTM has the ability to recognize complex patterns in time 
sequence data and retain crucial information over a longer period of time [6].  

 

 

Figure 5. Data Pre-Processing Flow 

Repair Data Scaling Data Create Data Train Reshape Data 
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The importance of using the LSTM method is seen in many studies, however, research conducted by 
Bhandari et al. (2022) [9] pointed out the shortcomings of using LSTM in stock price prediction, 
namely imperfections in the preprocessing method. One of the weaknesses identified was the non-
use of data tokenization methods. Therefore, this study evaluates and improves the preprocessing 
process by applying the tokenization method. The tokenization method is used to improve the quality 
of data that will be used in LSTM modeling and social media sentiment analysis.  

After training both models (LSTM and sentiment analysis), integration is performed by combining 
stock price features and social media sentiment features. Model performance evaluation is performed 
using evaluation metrics, where we choose Mean Squared Error and Root Mean Square Error 
algorithms as performance indicators. The Mean Squared Error algorithm measures the average of 
the squares of the difference between the predicted and actual values, while the Root Mean Square 
Error gives the average value of the square root of the difference. The selection of these evaluation 
metrics helps assess the extent to which the LSTM model and sentiment analysis can predict stock 
prices accurately and effectively, as in equation (1)  

                                                                                                        (1) 

 

3. Results and Discussion 

The research results are divided into four sections, namely: Data Pre-processing Results, 
Data Training Results, Data Evaluation Results, and Prediction Accuracy Results. 

3.1. LSTM Pre-Processing Results 

At this stage, data preprocessing is carried out on the stock price dataset that has been obtained on 
Kaggle, it is necessary to do processing and filtering so that it is easy to do computing or modeling, 
in Pre-Processing the following steps are carried out: 

1. Create Dataset. This dataset refers to the type of dataset used, namely the tesla stock dataset for 
the LSTM algorithm and also the twitter sentiment dataset or X, this dataset is then put into two 
folders which will be processed as a dataset that is ready to be filtered and then used for research, 
as shown in Figure 6. 
 

 
 

Figure 6. Dataset Folder Creation 

2. Dataset Repair. After the dataset is divided, the process is then added to the close stock data, 
because in this study the data used is close data for research needs to predict stock prices, not 
only that at this stage there is a dataset repair, namely sorting date data, the following is the 
appearance of the dataset after repair and also sorting, as in Figure 7. 
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Figure 7. Dataset after repair and sorting 

3. Data Filtering. Data filtering will produce a dataset that is ready to be scaled, this data can be 
said to be clean data because the data has been filtered or filtered, the following data results are 
before filtering and those that have been filtered, as shown in Figure 8 (a and b) 

  

(a) (b) 

Figure 8. (a) Dataset before filtering. (b) Dataset after filtering 

4. Data Scaling. Normalizing the actual data into values with a range of intervals [0,1], this process 
is used to make it easier to do data training, the results are as shown in Figure 9 (a) 

  

(a) (b) 

Figure 9. (a) Scalling Data 0-1 (b) Splitting Data 

5. Splitting Data. Divide the data into 2 parts, namely training data (Train Data) and test data (Test 
Data). This division is done with a composition of 90% train data and 10% test data, 80% train 
data and 20% test data, 70% train data and 30% test data, as shown in Figure 9 (b). 
 

3.2. LSTM Data Training Results 

After preprocessing the data, the next process is data training. Before conducting LSTM data training 
and Sentiment Analysis, it is necessary to build the architecture first to determine the neurons and 
layers used. the data training process consists of several stages, namely: model training, model 
evaluation, integration with sentiment, and saving the trained model, as show in Figure 10 
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Figure 10. LSTM Training Schema 

It can be seen in the figure above that LSTM training and sentiment analysis go hand in hand, the 
yellow line is the LSTM model training, the blue line is the sentiment analysis model training. The 
graph above proves that LSTM modeling has a positive value (the graph rises upwards) and can be 
integrated well with sentiment analysis as show in Figure11 (a). After training the model with the 
LSTM algorithm, sentiment analysis will be performed to obtain appropriate and accurate accuracy, 
as show in Figure 11 (b). 

  

(a) (b) 

Figure 11. (a) LSTM Training Results (b) Integration result of LSTM and Sentiment Analysis 

 

3.3.  Data Evaluation 

After training both models (LSTM and sentiment analysis), integration is performed by combining 
stock price features and social media sentiment features. Model performance evaluation is performed 
using evaluation metrics, auration evaluation using Mean Squared Error and Root Mean Square Error 
algorithms as performance indicators. The Mean Squared Error algorithm measures the average of 
the squares of the difference between the predicted value and the actual value, while the Root Mean 
Square Error provides the average value of the square root of the difference. The selection of these 
evaluation metrics helps assess the extent to which the LSTM model and sentiment analysis can 
predict stock prices accurately and effectively, as show in Figure 12. 
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Figure 12. Training Result Graph 

 

It can be seen in the figure 12. above that the blue line (with sentiment) as well as the yellow line 
(without sentiment) have different graphical increments and show accuracy, thus, the integration of 
Twitter sentiment into the LSTM model can improve the model's ability to understand stock market 
dynamics and provide more accurate predictions. While these results show progress, it is important 
to continue monitoring the performance of the model and consider further developments, such as 
parameter optimization and the use of additional features, to improve prediction performance. This 
evaluation provides an indication that Twitter sentiment analysis can add value in predicting stock 
price movements. The following are the accuracy results of LSTM calculations with sentiment and 
without sentiment, as show in Table 1. 

 

Table 1. Accuracy Test Results 

Model MSE RMSE 

Sentimentless 0,000123 0,011089 

With sentiment 0,000098 0,009898 

 

This Table 3. presents a comparison of MSE and RMSE between the model without sentiment and 
the model with sentiment. The model with sentiment shows better performance, indicated by lower 
MSE and RMSE. Using evaluation metrics such as Mean Squared Error (MSE) and Root Mean 
Squared Error (RMSE), we can see that the MSE and RMSE values of the model with sentiment are 
lower than those of the model without sentiment. The MSE value shows the average of the squared 
difference between the prediction and the true value, while the RMSE gives an idea of how large the 
overall error is by giving more weight to larger errors. Therefore, the lower values in the model with 
sentiment indicate the ability of the model to more accurately predict the closing price of the stock. 
This conclusion supports the view that the integration of Twitter sentiment can positively contribute 
to the prediction quality of LSTM regression models in the context of stock price analysis. 

3.4.  Prediction Accuracy Results 

After compiling and comparing the actual price with the predicted price, the next step is to conclude 
the prediction accuracy results of the LSTM regression model evaluation for Tesla stock closing 
price prediction, it can be concluded that the model that utilizes Twitter sentiment as an additional 
feature shows an increase in prediction accuracy, as show in Table 2. Evaluation values such as Mean 
Squared Error (MSE) and Root Mean Squared Error (RMSE) are lower in the model with sentiment 
indicating the ability of the model to more accurately model the dynamics of stock price movements. 
Lower MSE and RMSE indicate that the model's predictions are closer to the true values, and 
therefore, the model can be considered more reliable in projecting future stock price changes. These 
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results provide support for the use of Twitter sentiment analysis as a useful source of additional 
information in improving the prediction accuracy of LSTM regression models in the context of stock 
market analysis. Nonetheless, it is important to continuously monitor the performance of the model 
and perform additional validation to ensure the reliability of predictions under changing market 
conditions. 

Table 2. Accuracy Presentation 

Range MSE RMSE Category 

< 10% 156 170 Excellent forecasting model capability 

10-20% 5 6 Good forecasting model capability 

20-50% 1 3 The ability of the forecasting model is feasible 

>50% 0 1 Poor forecasting model capability 

 

3. Conclusion 

This research successfully optimized the LSTM parameter configuration and integrated Twitter 
sentiment analysis as an additional feature in the LSTM regression model. This integration positively 
affects the accuracy of stock closing price prediction, by reducing the Mean Squared Error (MSE) 
and Root Mean Squared Error (RMSE) values. Results show that Twitter sentiment information 
contributes significantly to improving model performance, enabling a better understanding of the 
psychological aspects of the market that influence stock price movements. This research confirms 
the relevance of Twitter sentiment analysis in a financial context, providing a holistic view of the 
factors that can influence stock price movements, providing a foundation for market participants in 
making investment decisions. 
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