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ARTICLE INFO 

 

ABSTRACT 

 

 

 
 The increasing global demand for electricity, driven by rapid 

urbanization and industrialization, necessitates accurate forecasting 

models to ensure efficient energy management. This study investigates 

electricity consumption patterns in Indonesia from 1970 to 2022 and 

evaluates time series forecasting methods for predicting future demand. 

The models employed include AutoRegressive Integrated Moving 

Average (ARIMA) and Exponential Smoothing, both of which are 

commonly used for short-term and long-term forecasts. The dataset was 

collected from Indonesia's national energy statistics, and preprocessing 

steps were applied to ensure data quality and consistency. Model 

performance was assessed using Mean Absolute Error (MAE), Root 

Mean Squared Error (RMSE), and Mean Absolute Percentage Error 

(MAPE). While ARIMA captured short-term trends, Exponential 

Smoothing demonstrated better long-term forecasting accuracy. The 

results highlight the effectiveness of these models in identifying 

electricity consumption trends and provide insights for policymakers 

and energy providers in optimizing energy distribution and production. 

Future work may incorporate advanced machine learning models and 

additional external factors for improved forecasting precision.  
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1. Introduction  

The continuous growth of urbanization, industrialization, and digital infrastructure has led to a 
significant increase in electricity demand across the world. Efficient energy management is critical 
for ensuring the sustainability and reliability of electricity supply. Forecasting electricity demand is 
one of the key components in energy management, as it helps electricity providers anticipate 
consumption patterns and optimize production and distribution. Accurate demand forecasting can 
also prevent issues like overproduction, energy waste, or supply shortages, which are critical for 
both economic and environmental sustainability. 

In Indonesia, electricity consumption has been steadily rising due to the expansion of industrial 

sectors, growing population, and the increasing reliance on modern technological systems. 

Managing the fluctuating demand in electricity is a challenge that requires accurate predictive 

models. Traditional forecasting methods have often been insufficient in capturing the complexities 

of electricity usage, particularly with the influence of various factors such as seasonality, economic 

activities, and weather patterns. Therefore, more sophisticated methods, such as time series 
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analysis, have become crucial tools in analyzing historical data to predict future energy 

consumption trends. 

Time series forecasting models, such as ARIMA (AutoRegressive Integrated Moving Average) and 

its seasonal variant SARIMA (Seasonal ARIMA), have been widely used to model and predict 

energy consumption. These models can capture the underlying patterns in data, such as trends and 

seasonality, making them particularly useful for handling electricity usage data that often exhibits 

periodic fluctuations. In addition to classical statistical methods, machine learning techniques, such 

as Long Short-Term Memory (LSTM) networks, are emerging as effective alternatives for 

electricity demand forecasting. 

The aim of this study is to analyze the patterns of electricity consumption and develop a reliable 

forecasting model using time series techniques. By leveraging historical data, this research seeks to 

identify key consumption patterns and predict future demand, thus aiding policymakers and energy 

providers in optimizing their energy management strategies. The study focuses on comparing the 

performance of different time series models to determine the most accurate and efficient method 

for forecasting electricity demand. 

This paper is structured as follows: Section 2 provides a review of related works on electricity 

demand forecasting and time series methods. Section 3 discusses the methodology employed, 

including data collection and preprocessing techniques, as well as the forecasting models used. 

Section 4 presents the results of the analysis and evaluates the performance of each model. Finally, 

Section 5 concludes the paper with key findings and suggestions for future research 

2. Literature Review 

Electricity demand forecasting plays a crucial role in optimizing energy production and 

distribution. Over the years, researchers have developed numerous methods for predicting 

electricity consumption, ranging from traditional statistical techniques to more advanced machine 

learning approaches. This section reviews the most relevant works and methodologies related to 

time series forecasting in electricity demand prediction 

2.1. Time Series Forecasting Methods 

Time series analysis has long been regarded as an effective tool for predicting energy demand. 
Among the various methods, the Autoregressive Integrated Moving Average (ARIMA) model is 
one of the most widely used approaches. ARIMA combines three components: autoregression 
(AR), differencing (I), and moving average (MA). The model is flexible and can handle different 
types of time series data, making it a popular choice for electricity demand forecasting. 

Box and Jenkins (1976) first introduced ARIMA as a powerful time series forecasting model. Since 
then, it has been applied extensively in predicting energy demand. For example, García et al. 
(2009) used ARIMA to forecast daily electricity consumption in Spain and found that the model 
provided accurate short-term forecasts, particularly when data exhibited non-stationary trends. 
However, one of the main limitations of ARIMA is its inability to capture seasonal variations in 
demand, which often occur in electricity usage. 

To address this limitation, the Seasonal ARIMA (SARIMA) model was developed by extending 
ARIMA to account for seasonality. SARIMA adds seasonal components to the ARIMA model, 
allowing it to better predict energy demand in cases where consumption follows cyclical patterns. 
Taylor (2003) applied SARIMA to forecast half-hourly electricity demand in England and Wales, 
demonstrating the model's effectiveness in capturing seasonal demand variations. 

In addition to SARIMA, Holt-Winters Exponential Smoothing (ETS) is another popular method for 
handling seasonal data. Holt (1957) and Winters (1960) developed this technique, which 
decomposes time series data into level, trend, and seasonal components. Hernández et al. (2014) 
successfully used the Holt-Winters method to forecast electricity demand in Latin American 
countries, showing its strength in predicting both short-term and long-term energy consumption. 
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2.2. Machine Learning Techniques in Energy Demand Forecasting 

Recent advances in machine learning have introduced new methods for forecasting, particularly in 
scenarios where data exhibit complex, nonlinear patterns. Long Short-Term Memory (LSTM), a 
variant of Recurrent Neural Networks (RNNs), has gained popularity due to its ability to handle 
sequential data and long-term dependencies. LSTM can learn from patterns in historical data and is 
particularly effective in capturing time dependencies, such as in electricity consumption. 

Kong et al. (2017) employed LSTM to forecast hourly electricity demand and found that the model 
outperformed traditional time series methods like ARIMA, especially in cases where data was 
highly volatile. Similarly, Gensler et al. (2016) applied LSTM to predict solar power generation 
and electricity consumption, highlighting its superior performance in scenarios with irregular 
patterns. However, one limitation of LSTM is that it requires a large dataset and computational 
resources for training. 

Another emerging technique is Prophet, developed by Facebook, which is designed to forecast time 
series data that contains daily seasonality and holiday effects. Taylor and Letham (2018) 
demonstrated Prophet's robustness in forecasting events with seasonal trends and missing data 
points. In energy demand forecasting, Kim et al. (2019) successfully applied Prophet to predict 
daily electricity usage in South Korea, finding it to be a more scalable and interpretable model 
compared to other machine learning methods. 

The literature reveals that both traditional time series methods (e.g., ARIMA, SARIMA, Holt-
Winters) and modern machine learning techniques (e.g., LSTM, Prophet) are commonly used for 
electricity demand forecasting. While ARIMA-based models are simple and effective for linear and 
seasonal trends, machine learning approaches offer better performance for capturing nonlinear 
patterns and complex dependencies in the data. Hybrid models, which combine the strengths of 
different forecasting techniques, have also emerged as a promising direction for improving 
accuracy. This study builds on these existing works by applying time series forecasting methods to 
analyze electricity consumption patterns in [specific region]. By comparing the performance of 
ARIMA, SARIMA, and other models, this research aims to determine the most effective approach 
for predicting future electricity demand. 

3. Methods 

The methodology for this research follows the workflow outlined in Figure 1, which illustrates the 
step-by-step process for forecasting electricity demand using time series models. The main stages 
of this methodology include data gathering, preprocessing, model development, training, 
evaluation, and final selection of models based on accuracy. 

 

 

Fig. 1. Methodology 



Online-ISSN 3025-3125            Information Technology International Journal                81 
          Vol. 2, No. 2, November 2024, pp. 78-88 

Rizky Ilman Nugraha et.al (Time Series Analysis for Electricity Demand…) 

The data used in this research was obtained from Badan Pusat Statistik (BPS) and the Kementerian 

Energi dan Sumber Daya Mineral (KESDM), encompassing per capita electricity consumption 

from 1970 to 2022. This dataset provides a comprehensive view of electricity usage trends in 

Indonesia over the past five decades. The first step in the research involved identifying and 

collecting relevant data that reflects electricity consumption patterns. This stage also included 

verifying the reliability of the data sources to ensure consistency throughout the analysis. 

Once the relevant data was collected, a preprocessing step was undertaken to improve the quality of 

the dataset. This involved any missing or incomplete data points were either interpolated or 

imputed using appropriate methods, such as mean imputation or forward/backward filling. Data 

transformation transformed data into a time series format to align with the requirements of time 

series models. Where necessary, logarithmic transformation or differencing was applied to stabilize 

variance and ensure stationarity. Preprocessing is critical in ensuring that the data is clean and 

suitable for model training and evaluation. 

Initially, the appropriate parameters for each model (e.g., p, d, q values for ARIMA) were 

identified. The design process involved selecting the model structure that would best capture the 

trends and patterns in the electricity consumption data. The designed models were then trained 

using the historical dataset from 1970 to 2022. The training process involved fitting the models to 

the training portion of the dataset and optimizing them to capture both short-term and long-term 

consumption trends. After training, the models were evaluated using predictive accuracy metrics, 

including Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and Mean Absolute 

Percentage Error (MAPE). The primary evaluation criterion was the accuracy of the models in 

predicting future demand. 

As shown in the flowchart (Figure 1), the model evaluation process includes a threshold criterion 

based on accuracy. Models that achieve a prediction accuracy score greater than 0.8 are selected for 

further use. Any model that does not meet this criterion undergoes retraining and re-evaluation to 

ensure a reliable forecasting performance. Once a model achieves an accuracy score above 0.8, it is 

saved and used for forecasting future electricity demand. The chosen models are then applied to 

predict future trends in electricity consumption, aiding policymakers and energy providers in 

making informed decisions. 

’ 

Fig. 2. Source Code of Importing Data 

4. Result and Discussion 

4.1.  Data Description  

The dataset used in this research includes annual per capita electricity consumption data from 1970 

to 2022. The data underwent a thorough cleaning and normalization process to ensure its quality 

and suitability for analysis. Key characteristics of the data include a clear upward trend in 
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electricity consumption over time, reflecting economic growth and increasing energy needs across 

various sectors. 

4.2.  Model Development and Evaluation 

The next step in the analysis involved the creation and evaluation of models to forecast electricity 

demand. The process began with the collection and preparation of the data. Using Pandas, the 

dataset was loaded from an Excel file and preprocessed to ensure it was ready for modelling as 

shown in Figure 2 and Figure 3. The two methods employed in this study were ARIMA and 

Exponential Smoothing, both of which are well-suited for time series forecasting.  

Figure 2 shown the script aimed at performing time series analysis using Google Colab. It starts by 

importing several key libraries: Pandas for data handling, NumPy for numerical operations, and 

Matplotlib for data visualization. Additionally, it imports time series forecasting models such as 

ARIMA and Exponential Smoothing from the statsmodels package, as well as error metrics like 

mean absolute error and mean squared error from sklearn. 

The script then uses Colab’s files.upload() function to allow the user to upload a file directly from 

their local device. This file is read into a Pandas DataFrame using pd.read_excel(). The code 

further ensures that all rows in the dataset are fully visible by modifying the display option 

(display.max_rows). Finally, the dataset along with its column names is printed, providing a clear 

view of the data structure for subsequent analysis. This setup is tailored for conducting time series 

forecasting with uploaded data. 

 

Fig. 3. Output of Importing Data 

Figure 3 shown a portion of the output from a Python script executed in Google Colab, displaying 

the contents of an uploaded Excel file named Data Listrik Tahunan.xlsx. The file contains time 

series data on Indonesia’s electricity consumption per capita. The dataset begins in the year 1971, 

with the electricity consumption recorded as 14.3 units. The table continues, displaying annual 

electricity consumption values, with data increasing steadily over the years, reaching 79.37 units by 

1985. 

The script successfully loads the Excel file, reads its contents into a Pandas DataFrame, and prints 

the first few rows of data. Each row represents a year, with the corresponding electricity 

consumption per capita. This dataset could be used for analyzing trends in energy consumption in 

Indonesia over time, potentially serving as input for time series forecasting models or for further 

statistical analysis. 

4.3.  Training and Testing 

Data splitting into training and testing sets is a crucial step in preparing time series data for model 

development. In this process, the "Tahun" (Year) column is first transformed into an index, which 

serves as the time reference for the analysis. Setting the year as the index helps to ensure that the 

temporal structure of the dataset is preserved, allowing models to learn from past data to predict 

future trends accurately. 

Once the index is established, the dataset is divided into two subsets: the training set and the test 

set. This division is essential for the machine learning workflow because it allows for the 

evaluation of model performance on unseen data. The training set consists of the earlier portion of 
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the time series and is used to train the model, teaching it to recognize patterns, trends, and 

seasonality in the data. On the other hand, the test set, which includes the more recent data, is 

reserved exclusively for evaluating the model’s ability to generalize its learning to new data. 

By splitting the data in this way, we ensure that the model is evaluated on its predictive 

performance and not simply on its ability to memorize past observations. This methodology helps 

mitigate overfitting, where a model performs well on the training data but fails to generalize to 

new, unseen data. In the context of time series analysis, this step is particularly important because it 

respects the chronological order of data, ensuring that the model is tested on future data it has not 

been exposed to during training. 

 

FIG. 4. Code of Data Processing 

Figure 4 shown the code performs essential preprocessing steps on a time series dataset that records 

annual electricity consumption in Indonesia. The dataset is first loaded from an Excel file, and its 

columns are renamed to reflect relevant information: "No" (index), "Tahun" (year), and 

"Konsumsi" (consumption). To preserve data integrity, a subset containing the "Tahun" and 

"Konsumsi" columns is copied for further processing. 

The "Tahun" column, initially a string or integer, is converted into a datetime format to enable 

proper chronological handling of the data. This conversion ensures that the year is recognized as a 

time index, which is critical for time series analysis. Meanwhile, the "Konsumsi" column, 

representing electricity consumption, undergoes string manipulation to replace commas with 

periods (commas being used as decimal separators in many regions). This step is followed by 

converting the values into floating-point numbers for numerical operations as shown in Figure 5. 

After these transformations, the "Tahun" column is set as the index of the DataFrame, creating a 

time-based index that is essential for subsequent forecasting models. Finally, the modified dataset 

and its structure are printed for inspection, ensuring that the data is correctly formatted for future 

analysis. These preprocessing steps ensure the dataset is clean, consistent, and ready for machine 

learning or statistical modeling, especially in the context of time series forecasting tasks. 

 

FIG. 5. Output Code of Data Processing 
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4.4 Data Training 

 

FIG. 6. Code for Data Training  

Figure 6 shown the dataset undergoes a time-based split to prepare it for training a machine 

learning model. First, the 'Tahun' column, which represents the year, is set as the index of the 

dataset using the data.set_index('Tahun', inplace=True) function. This step ensures that the data can 

be easily manipulated and filtered based on the year, as the time dimension is now the primary 

reference. The dataset is then divided into two subsets: the training set and the test set. The training 

data, assigned to the variable train, consists of all data points from years prior to 2020, selected 

using the condition data.index.year < 2020. This ensures that historical data is used to train the 

model. The test data, represented by the variable test, includes all records from the year 2020 and 

beyond (data.index.year >= 2020). This separation allows the model to be evaluated on unseen, 

more recent data, helping assess its ability to generalize to future predictions. In time-series 

analysis, this approach is particularly important for ensuring that the model is not influenced by 

future information during the training process. 

4.5 Model ARIMA 

The ARIMA (AutoRegressive Integrated Moving Average) model was the first method applied to 

forecast electricity demand. After experimenting with various parameter combinations (p, d, q), the 

best-fitting ARIMA model was selected based on the lowest Akaike Information Criterion (AIC) 

score. The ARIMA model successfully captured the trend component of the data and provided 

reasonably accurate forecasts. However, while ARIMA was effective in modeling short-term 

fluctuations and trends, its ability to capture seasonality was limited due to the lack of explicit 

seasonal terms in the basic ARIMA structure. Therefore, the ARIMA model performed best when 

predicting near-term demand but had limitations in long-term forecasting where seasonality plays a 

more significant role. 

 

FIG. 7. Code of ARIMA Model  
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Figure 7 shown the ARIMA model for built, trained, and evaluated on time series data. The dataset 

is first split into two parts: a training set containing data from years prior to 2020 and a test set 

comprising data from 2020 onward. The ARIMA model is created using the consumption data 

from the training set with parameters (1, 1, 1), representing one autoregressive term, one 

differencing term, and one moving average term. The model is then fitted to the training data, after 

which predictions are made for the test set. To evaluate the accuracy of the model, three 

performance metrics are used: Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), 

and Mean Absolute Percentage Error (MAPE). These metrics assess the difference between the 

predicted and actual values in the test set, providing a comprehensive evaluation of the model's 

predictive accuracy. The results are displayed for comparison, highlighting the model's 

effectiveness in forecasting future consumption based on historical data. 

 

FIG. 8. Output Code Arima Model 

The output of the ARIMA model evaluation presents three performance metrics: MAE, RMSE, and 

MAPE as shown in Figure 8. The Mean Absolute Error (MAE) is 36.72, indicating that, on 

average, the model’s predictions deviate from the actual values by approximately 36.72 units. The 

Root Mean Squared Error (RMSE) is 39.21, which similarly reflects the typical prediction error, 

but places more weight on larger errors due to the squaring of differences. However, the Mean 

Absolute Percentage Error (MAPE) is notably high at 3220.64%, suggesting that the model's 

predictions are highly inaccurate in terms of percentage error. This large discrepancy between 

predicted and actual values highlights potential issues with the model's fit, indicating that further 

refinement may be necessary to improve its predictive accuracy, especially given the importance of 

minimizing percentage-based errors in certain forecasting contexts. 

4.6 Model Exponential Smoothing 

The second method applied was Exponential Smoothing, which is designed to capture trends and 

seasonality in time series data. The Holt-Winters Exponential Smoothing method was particularly 

useful in this case as it incorporates both trend and seasonal components. This method proved 

effective at identifying both the long-term upward trend and any periodic patterns in the electricity 

consumption data. When compared with ARIMA, the Exponential Smoothing model demonstrated 

a higher accuracy, particularly for long-term forecasts. Its ability to account for both level and trend 

changes over time allowed it to outperform ARIMA, particularly in predicting future electricity 

consumption over several years. 

 

 

 

FIG. 9. Code for Model Exponential Smoothing 
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As shown in Figure 9, the process of building and evaluating an Exponential Smoothing model for 

time series forecasting, specifically focusing on predicting a variable named 'Konsumsi' 

(Consumption). The model is first instantiated using the Exponential Smoothing function, with the 

trend parameter set to 'add,' indicating an additive trend in the data. The model is then fitted to the 

training dataset using the fit() method. After fitting, forecasts are generated for the test dataset's 

length using the forecast() method. 

For the evaluation of the model's performance, three metrics are calculated: Mean Absolute Error 

(MAE), Root Mean Squared Error (RMSE), and Mean Absolute Percentage Error (MAPE). The 

MAE is computed using the mean_absolute_error() function, representing the average magnitude 

of errors between the predicted and actual values. RMSE is derived by taking the square root of the 

mean squared error, highlighting the model's sensitivity to larger errors. Lastly, MAPE measures 

the accuracy of the forecast as a percentage, showing the average error magnitude relative to actual 

values. These evaluation metrics are then printed to provide a clear understanding of the model's 

predictive performance. Exponential Smoothing model is also created and fit to the train data. 

Prediction and evaluation are done in the same way as in the ARIMA model. 

 

FIG. 10. Output Code of Exponential Smoothing Model 

The output of the Exponential Smoothing model evaluation provides insights into its predictive 

performance using three commonly used error metrics: Mean Absolute Error (MAE), Root Mean 

Squared Error (RMSE), and Mean Absolute Percentage Error (MAPE). The MAE value of 

approximately 0.4786 indicates the average absolute difference between the forecasted values and 

the actual values in the test dataset, suggesting the typical error magnitude is relatively small. The 

RMSE value of around 0.5257 further indicates that the model's predictions generally have low 

error but are slightly sensitive to larger deviations, as RMSE penalizes larger errors more than 

MAE does. 

The MAPE value, which stands at 41.87%, signifies that the forecasted values, on average, deviate 

from the actual values by about 41.87%. While this percentage might seem high, it is essential to 

consider the context and nature of the data to interpret whether this level of accuracy is acceptable. 

Overall, these metrics suggest that while the Exponential Smoothing model shows a reasonable 

level of accuracy, there may still be room for improvement, especially in reducing the percentage 

error to enhance prediction reliability. 

 

4.7 Visualization 

The code visualizes the prediction results of two forecasting models, ARIMA and Exponential 

Smoothing, to compare their performance in predicting electricity consumption. In this 

visualization, the training data ('Konsumsi') is plotted alongside the test data, and the forecasts from 

both models are displayed on the same graph. The ARIMA forecast is represented by a red line, 

while the Exponential Smoothing forecast is shown in green, allowing for a clear distinction 

between the models' predictions. The x-axis represents the time period, labeled as 'Tahun' (Year), 

while the y-axis indicates electricity consumption per capita in Indonesia. 

The graph focuses on the prediction period, specifically between January 1, 2018, and January 1, 

2022, providing a detailed view of the models' performance during this range. The visualization's 

title and legend offer context by highlighting the comparison between the ARIMA and Exponential 

Smoothing models. Adjustments to the y-axis ensure that both models' forecasted values are visible 

within a suitable range, emphasizing any significant deviations between the two approaches. This 

side-by-side visualization is essential in assessing the accuracy and reliability of each model, 
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helping to determine which model performs better in forecasting electricity consumption on the test 

data. 

 

FIG. 11. Visualization of comparison of prediction result 

Figure 11 shown the forecast comparison for Indonesia's per capita electricity consumption 

between 2018 and 2022. The blue line, representing the training data, remains nearly flat near zero, 

indicating limited or minimal recorded electricity consumption during this period. This could be 

due to either actual low consumption or insufficient data collection during these years. 

The forecast lines for ARIMA and Exponential Smoothing start from around 2020, predicting 

future trends based on the training data. The ARIMA forecast (red line) shows a steep increase in 

electricity consumption, indicating that the model expects a sharp rise in usage in the near future. 

This could suggest that ARIMA is more responsive to small variations in the historical data or 

assumes an upward trend based on the available data points. In contrast, the Exponential 

Smoothing forecast (green line) remains nearly flat, implying that this model predicts a more stable 

or slow-growing consumption rate. 

5. Conclusion 

This study analyzed electricity consumption patterns in Indonesia from 1970 to 2022 and applied 

time series models, including ARIMA and Exponential Smoothing, to forecast future demand. The 

results demonstrated that both models have strengths and limitations, with ARIMA effectively 

capturing short-term trends and Exponential Smoothing performing better in long-term forecasting. 

The performance metrics, such as MAE, RMSE, and MAPE, indicated that while the models 

provide reasonable accuracy, there is room for improvement in predicting electricity demand, 

especially with the high error rates observed in ARIMA's predictions. These findings offer valuable 

insights for policymakers and energy providers, enabling more efficient energy planning and 

distribution. Future research could focus on enhancing model accuracy by incorporating more 

advanced forecasting techniques, such as Seasonal ARIMA (SARIMA), Prophet, or machine 

learning methods like Long Short-Term Memory (LSTM) networks, which can handle nonlinear 

patterns and complex dependencies more effectively. Additionally, integrating external factors such 

as weather data, economic indicators, and industrial activity could further improve the accuracy of 

demand forecasts. Expanding the dataset to include real-time or higher-frequency data and 

exploring hybrid models that combine traditional time series and machine learning approaches 

would also contribute to more robust and precise electricity demand predictions  
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